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Vibrational Revivals and the Control of Photochemical Reactions
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The short-time vibrational wave packet motion in a molecule with several vibrational degrees of freedom
shows oscillatory behavior with the characteristic vibrational periods. For long times revivals will occur,
i.e., the wave packet restores its initial form. For small vibrational coupling the revival times in the single
modes are approximately those of the uncoupled nuclear motion. The fact that the revivals with respect to
the single degrees of freedom occur at different times can be used to control the branching ratio between
reaction channels by short-pulse electronic excitation at different times. A model of the HOD molecule is
used to demonstrate this general scenario.

I. Introduction molecules have been presented lately by Stolow and co-

) ) _ ~ workers?8-30 For theoretical treatments see refs—=®4. In
The control of chemical reactions by selective laser excitation g paper we will show how vibrational revivals in a system

has fascinatgd researchers. Wg)rking in theo.retical and experi-yith more than one degree of freedom can, in principle, be used

mental chemistry and physiés? From the different control {4 girect a dissociation process into a specific reaction channel.

schemes developed over the years, let us mention three of basig, this context it is irrelevant how the vibrational wave packet

importance. The first approach uses interferences (Brémer s nrepared. The idea is similar to a recently presented isotope

Shapiro schemé)® if a final state is prepared via different separation schenfé.

indistinguishable pathways, interference occurs and the popula- We use the AB; — XA, electronical transition of HOE:37

tion of the fm_al state can b? influenced by ao_ljustmg a relat|ve_ to illustrate the effect described above. This is done within a

phase to achieve constructive or destructive interference. Th|smodel which has been used before to investigate the control of

is nothing more than the famous two-slit experiment, and several the H-+ OD/D -+ OH branching ratid83® The water molecule

gﬁger.'rrgesrétﬁe?‘?eT}gleﬁg:;nsﬁteorﬂseéhit tﬁemlﬁtlg?/;h]eﬂ Bremer and its isotopes was also used to demonstrate another control
P! v ) P ! ! ' scheme: beautiful experiments have been performed by Crim
Another approach uses time-delayed ultrashort laserpulsesyng co-worker®—23 and other&45 who examined the photo-
(Tannor-Kosloff—Rice scheme)>*°a first pulse prepares a gjssociation of water starting from different initial rotatioral
coherent superposition of molecular eigenstates, i.e., & waveyiprational states. The variation of the laser wavelength and
packet which moves in time until, being localized in certain e initial bound-state results in a very large variation of the
regions of space, the interaction with another short pulse yields pranching ratio and the fragment distributions. For related
selective reaction products. The principle of this scheme is also ineoretical work on the dissociation of water see refs-3@.
an |nterfergnce phenom-e.non: a single .fragment state can berne present work is related to the above-mentioned studies but
accessed via a superposition of intermediate states which evolve,are we are not interested in the optimization of particular
in time, i.e., a wave packet. A first experiment which used reaction yields, rather it will be shown that, quite generally,
time-delayed pulses to control the outcome of a laser excitation i long-time dynamics of more-dimensional vibrational wave

process was performed by Potter et’alan experimental proof  packets automatically will result in specific branching ratios of
that the branching ratio beween different reaction channels cangragments if an electronic transition to an antibonding state is

indeed be influenced using the above control-scheme was given,quced by time-delayed short-pulse excitation.
by Baumert et al. who were able to control the;Naersus the
Na -+ Na' signal in multiphoton ionization experiments on the
sodium dime#8

Section 2 discusses the vibrational wave packet dynamics and
more-dimensional revivals within a simplified model. In section
) ) ) 3 UV excitation using a wave packet of HOD in its electronic
Revival phenomena have been studied, for example, in the 4roynd state as initial state is discussed and the branching ratio
context of the interaction of atoms with a quantized figtc! between fragments in the reaction channels- 0D and D+

the motion of atomic Rydberg wave pack&s?® and in OH is calculated. A summary and conclusion is given in section
rotational coherent spectroscoffy.This effect occurs in the 4

time-evolution of a coherent superposition of quantum states
which is prepared in a system at tirves 0. The time-dependent . . .

. . . Il. Two-Dimensional Revivals
phase factors which determine the temporal change of the single
states will dephase until at a time all factors have (ap- In this section we discuss the dynamics of a general
proximately) the same phase relationship as &t0 and the  vyiprational wave packet for the specific case of the two-

feSU_“ing wave pf’iCKEI resembles the one pfep?fed initially. dimensional motion within the electronic ground stégelof
Revivals of vibrational wave packets have been first observed the HOD molecule (the ¥ state). In our restricted model,

for the Na molecule?” Very detailed experiments on revivals  the bond angle is fixed to its value at equilibriym= 104
and fractional revivals in vibrational dynamics of diatomic gnd the Hamiltonian for the vibrational motion in the OH
coordinatery and the OD coordinats, is parametrized in the
€ Abstract published irAdvance ACS AbstractSeptember 15, 1997.  form (atomic units are used)
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1 ¢ 1 & cosy o
2y 2, ZMpord Mo Irydrp
V(M o) (2)

wereuy andup denote the reduced masses of OH and OD and
mo is the oxygen mass. The potential is given by

|CD(t)|

Vg(rH' rp) =D( — *ﬁ(rH*fo))Z +D(1— e*ﬁ(rD*fo))2 _

A(ry —1o) (rp — 1)
1+ e((rH — o)+ (rp — ro))

)

with the parameter® = 0.2092,5 = 1.1327,ro = 1.81, andA

= 0.006 76, everything given in atomic units. This model
potential was taken from ref 51, and it was employed in other
model studies of the A— X transition of the water mol-
ecule3839.5253 The freezing of the bond angle to its value at
equilibrium is indeed a very good approximation for the
electronical excitation which is regarded hét€> Note,
however, that the anisotropy of the electroni@Bstate of water 0 200 400 600
is very large around the angje= 104° so that for the B— X tifs]

transition the rotational degree of freedom cannot be ne- Figure 1. The autocorrelation function (eq 7) for the OD and OH
glectedss57 one-dimensional vibrational motion.

leg (Ol

Let us assume that a wave packet in the gigitis prepared. . i i L )
This can be achieved, for example, by strong-pulse infrared ord(_ar terms are included |n_the expansion (e_q 5) it is still possible
excitation or multiphoton transitions via excited electronic states, {0 find analytical expressions for revival tim&3* For the
see section 3. The wave packet is a coherent superposition of WO @pproximately uncoupled vibrations in our model system
stationary eigenstates, with eigenenergie,; there will be two r_eV|vaI times andzp (_:orrespo_ndlng to the

OH and OD vibrational motion, respectively. With the param-
— —iEqt etrization of eq 2 we findy ~ 201 fs andrp ~ 380 fs. At
(o) Zaﬂ(p”(rw o) @) times aroundry the wave packetp(ry, rp, t) will, if the
vibrational coupling is not too strong, be localized in the
where n collects all vibrational quantum numbers. For the coordinate and not necessarily be localized inrgheoordinate.
moment we will disregard the coupling between the vibrational The opposite holds for the wave packet at times which are close
modes and concentrate on the one-dimensional wave packeto tp. However, in the present case, the second revival of the
motion in the respective bond coordinates. These motions areOH motion occurs around the first OD revival since (for the

described by the functions: Morse oscillator) the revival time scales directly with the
e molecular mass. To get an estimate of the relevant time scales

PYo(rst) = Z a, e S0 (pnu(ra) (4) of our problem, we calculated the time evolution of one-

g dimensional wave packets for the OH and OD motion using

. ) . . . the Morse potential given in eq 2. The time propagation was
with a.=HorD. The energies and functions which appear in performed within the split-operator meth&#°Figure 1 shows
this equation correspond to the OH = H) and OD € = D) the modulus of the autocorrelation functions
vibrational motion, respectively. Regarding a single vibrational

degree of freedom separately we will find the characteristics of

a one-dimensional bound-state motion. For nonharmonic C(t) = f dr 1 (0)y, (1) (1)

potentials the initially localized wave packet will disperse and

show vibrational revivals after a revival timg. This time can Here the initial statey,(0) was the respective vibrational

be calculated analytically if the single-mode Hamiltonians ground-state shifted bgr, = 1.8 au to larger distances. The

contain Morse potentials so that the vibrational eigenenergiesfast oscillations of the functions correspond to the periods of

can be expressed as a polynomial of degree two in the quantunthe OH ¢~17 fs) and OD {12 fs) molecule. As estimated

numbersng: above revivals occur around 200 fs (OH) and 400 fs (OD). Also,
the fractional revivals (aroungd/2) with the double vibrational

E, = a,(n, + ) — by(n, + 1) (5) periods can be seen in the figure whereas higher order fractional

revivals are not seen.

with aq = v 2D/uq, be=p%(2 us), andp andD are the Morse

parameters. If the wave packet is a superposition of states with

energies around an average enelgy the revival timer can

be calculated as

I1l. UV Excitation

We now regard bound-free transitiojg§}— |gClbetween the
_ T(m+ 1mT(mm-— 1) electronical ground statg{X) and first excited statg{A) of
- T(m+1,m) — T(mm— 1) ©) the HOD molecule. The Astate is purely antibonding and
results in fragments H§) + OD (X,%1) or D(2S) + OH(X,7).
where T(mm) = 27/(En, — En') is the classical period The potential energy surface was calculated by Palma and
corresponding to the energy difference between two levels. In Staemmlei® and was used in the first complete ab initio study
the case of the Morse oscillator one finds= zz/b,. If higher of the photodissociation of a triatomic molecdfé*
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N////W . |(RH,RD,(1)) — '/a_oooo dat e—i(Ve(rH,rD)—Vg(rH,rD)—w)t’f(t:) (10)

H +0D

Here we assumed that at timiethe pulse envelopgt) has

= decreased to zero so that the integration range in eq 10 can be
| extended. The weighting functiom(ry,rp,w) defines the

\/ Hop Franck-Condon window for resonant excitation. In particular
Figure 2. Sketch of the excitation scheme for the photodissociation it has its maximum modulus at points where

of HOD, where the initial state is a vibrational wave packet in the

electronic ground state. Cuts along the reaction coordinate defined by D(rprp) = Vo(rufp) — Vg(rHer) =w (11

the minimum energy path of the antibonding excited-state potential

are shown.

The difference potentid)(Ry,Rp) is crucial for the intensity of
spectroscopic transitiorfé. Figure 3 shows contours of the
‘ excited-state potential. The minimum energy path which
connects the fragment channels via the reaction barrier is shown
Y as well as the FranekCondon window for a frequency of =
0.12 au. The latter is symmetric and reaches into the fragmen-
tation channels. A laser pulse with frequengys able to induce
transitions to the excited state if parts of the initial stageare
localized in the marked region. Since the initial state is
nonstationary, the excitation efficiency depends on the time
. when the pulse starts interacting with the molecule.
Figure 3. Potential energy surface for thestate of water. Assigning Let us now look at the time-evolution afy around 200 fs,
the value zero to the lowest energy contour, contours with the values i.e., the revival timey of the OH motion. The vibrational wave

0.0, 0.01, 0.03, 0.07, 0.13, 0.18, and 0.28 au are shown. The bond ket d by simult int fi fh | |
lengths range from 1 to 5.725 au. The thick lines indicate the minimum packet was prepared Dy simuftaneous interaction o the molecule

energy path and the Franeondon window for an excitaton  With two pulses of frequencies; = 0.28 au andv, = 0.12 au
frequency of 0.12 au. The two lines which mark the FranCondon and we assume them to be phase locked with zero relative phase.
window correspond to 0.11 and 0.13 au, respectively. The calculation was done nonperturbatively so that the two
electronic states are coupled by two laser fiéRisThe
Assuming that a vibrational wave packet in the electronic viprational ground state was used as initial state and the
ground state is prepared, what will happen if an UV-excitation transition-dipole moment was set to a constant. The latter
to the electronigelstate induced by a femtosecond pulse occurs (Condon) approximation is a good one if not very high
at different times? Figure 2 contains a sketch of such an yiprational initial states participafé. We took asir? (t) with
excitation scheme. Cuts along the reaction coordinate defined12 fs fwhm for the pulse envelope functifft). The coupling
by the minimum energy path on the excited potential (see also strengthue, was set to 0.02 au. Since the transition dipole
Figure 3) are drawn for the excited and ground state. The moment in the FranckCondon region for theled< |gO
vertical arrows symbolize the central frequency of the UV transition is in the order of 1 ¥ this corresponds to a field
excitation laser. If a compact vibrational wave packet in the intensity of around 18 W/cnm? which can be achieved with
ground state is located left from the symmetry line, thetD  modern laser sources. The choice of the frequeneieand
OH channel will be populated preferentially; a location right ), is motivated as follows: first, we want an efficient population
from the symmetry line will result in a strong H- OD transfer induced by the pulse with, (corresponding to~165
production. Let us be more specific and determine the spatial nm) thus this frequency is chosen to be in the absorption
region where, for a given laser frequenoy the excitationell  maximum for the electronic transition. Second, to exceed higher

[+ £

H - 0l

— |ghwill be most effective (the FranekCondon window).  vyibrational states by the dump process, the second frequency
This can be done within first-order perturbation theory which has to be much smaller than the first one. If, on the other hand,
determines the nuclear wave function in fe€lstate as it is chosen too small the FranelCondon region for the
stimulated emission process is located out in the reaction
Yrplpt) ~ channels in a region which is passed very rapidly by the

t o —iH(t-1) Namiot —iHgt=T) outgoing packets. This decreases the efficiency of the transition.
fr dre uef(tye ™ e YTl ™) (8) Figure 4 displays contours of the wave packet at different

i o . _ times. The shown time interval corresponds to one vibrational
whereueg is the projection of the transition dipole moment on period of the OH uncoupled motion; note, however, that the
the polarization vector of the laser arfid) is the envelope  cgiculation includes the coupling term betwegrandrp. The
function of the laser pulse with frequenay. He, Hg are the  figyre shows that arount; the two-dimensional wave packet
nuclear Hamiltonians for the excited and ground electronic statesjg |ocalized in thery coordinate but not in they coordinate.
andygy(ru,rp,T) is the ground-state vibrational wave packet at This is clearly seen at the timés= 0 fs andt = 14 fs. It is
the time T, when the laser pulse starts interacting with the quite reasonable to expect that if a compact wave packet is
molecule. Note that the wave function eq 8 depends on the |gcated in the FranckCondon window for theled~— |g0
delay timeT. In eq 8 we have neglected unimportant factors transition at the time a pulse interacts with the molecule, the
and regard theell— |glabsorption process only. For short - yopyation transfer is more effective than if a smaller part of a
pulses we can neglect the kinetic energy operators under thege|ocalized packet serves as initial state for excitation (see eq

integraP*~®3 to obtain 8). This should still be true for the finite width of the pulse
g which averages the motion of the initial state over a given time.
Ye(rulpt) =€ e o(ru o DIy rp.w) 9) Thus if the second pulse is fired at a delay-time, which is in

the order ofry, we would expect that more OD fragments than
with the Fourier integral OH fragments are built. This expectation is confirmed by a
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Figure 5. Branching rationRyp(T) for the production of H and D

atoms (eq 12) as a function of the time delay between two ultrashort
laser pulses.

bond results in an increased yield of OD molecules upon laser
excitation at selected times. Around 400 fs the wave packets
in the OH and the OD coordinate are both localized since here
OH has its second revival and OD its first one. This results in
an even higher population of the H OD channel. That this
fragment channel is preferentially populated almost at all times
can be understood within a classical picture. If we start classical
trajectories with zero initial momenta in the FrargRondon
window on the upper surfadéthe accelerationsiVe/or,)/my,
along thery andrp directions will determine the exit channel,
i.e., if the acceleration along, direction is larger than along

ro the H+ OD channel will be preferentially populated. Since
the gradients along the two bond distances are equal, we obtain
the ratio

my(avelor,) my
———=—"2 13
M@V, | M, (13)

Thus the branching ration within this limit shoud be in the order
of two which indeed is found for long pulse-photodissociation,
for a more detailed discussion see ref 66. Of course this
consideration neglects the details of the quantum mechanical
laser excitation process.

Here we note that at very short delay times (several
vibrational periods) the branching ratio also varies strongly with
time which is reasonable since the preparation process creates
a wave packet which is localized for a short time after the

I'y molecule-field interaction stopped.
Figure 4. Vibrational wave packet dynamics in the ground electronic ~ The present calculation uses a single initial vibrational state
state of HOD. Shown are contours of the modulus squared of the packetof the HOD molecule. If an experiment is performed on hot
at times around the revival time of the OH motion. samples we would have to Boltzmann average our results over
. ) ) . ) all populated initial states. We expect that overall rotation of
numerical calculation of the branching ratio as a function of e molecule will not influence the effect we have described
the delay timeT defined as above. The transitions starting from excited vibrational states,
) which are populated less than the ground state, should show
[Py — 2, Ip,tend| the same behavior as the transition starting from the ground
W}e(rHv rD %, tencm2

Rup(T) = (12)

state since the only situation which is needed for the revivals
to occur is the production of a localized wave packet within

In practice, the final timéwnais chosen long enough so that the the ground-state vibrational manifold.

excitation process is finished and the two packets are located Anothgr comment is in order here. We_ regalrded. the
far out in the asymptotic reaction channels. Figure 5 contains Preparation of a ground-state wave packet via a dissociative
the branching ratio which was calculated for delay times up to INtermediate state. Since the fragmentation presents a loss
550 fs. The curve shows oscillations around an average valueMechanism, it is much more efficient to use a bound intermedi-
of Rup = 1.5. If we choose a larger frequeney, this average ate state for the preparation process. This however needs
branching ratio stays the same, but because the ground stat@10tons with much higher frequency.

wave packet then consists mainly of the ground vibrational state,
the deviation from this value is much smaller. Around the
revival time of the OH motion (200 fs) we find a variation of In this paper we have shown that the revival behavior of
the branching ratio between the values 1 and 5. The oscillationsmore-dimensional vibrational wave packets can, in principle,
correspond to the vibrational period of OH which confirms what be used to control the branching ration between different reaction
we reasoned above, namely, a localized wave packet in the OHchannels by the use of time-delayed short-pulse excitation. Since

IV. Summary
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at the revival time in a single vibrational mode the wave packet
is localized in the respective coordinate, excitation to electroni-
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(22) 10Wolde, A.; Noordam, L. D.; Lagendijk, A.; van Linden van den
Heuvell, H. B.Phys. Re. A 1989 40, 485.
(23) Yeazell, J. A.; Mallalieu, M.; Stroud, C. Rhys. Re. Lett. 1990

cally excited states is more effective. This is a quite general g4 2007

effect which however is not likely to be observed for large

(24) Meacher, D. R.; Meyler, P. E.; Hughes, |. G.; Ewart) FPhys. B:

vibrational coupling. We used the HOD molecule as a At Mol. Phys.1991 24, L63.

numerical example but did not attempt to optimize the outcome
of the photodissociation process. Nevertheless, a large variation
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of the population in the reaction channels could be obtained. G. Chem. Phys. Lett1992 191, 639.

The idea presented here is related to the work of Averbukh et
al. who demonstrated that the branching ratio of different

(28) Fischer, I.; Villeneuve, D. M.; Vrakking, M. J. J.; Stolow, A.
Chem. Phys1995 102 5566.
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isotopes obtained by laser excitation depends on the revival199g 54, R37.

behavior of the single isotopes.

In our case we regard

(30) Fischer, I.; Vrakking, M. J. J.; Villeneuve, D. M.; Stolow, 8hem.

vibrational motion within an ensemble of molecules of the same Phys:1996 207, 331.

species. Thus we are dealing with the coherent superposition
of vibrational motion within different degrees of freedom and
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not with a statistical mixture. Here of course the strength of 1996 77, 3999.

the vibrational coupling is crucial. For the future it will be

worthwile to perform more elaborate studies on systems with

(34) Leichtle, C.; Averbukh, I. Sh.; Schleich, W. Phys. Re. A 1996
54, 5299.
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the rde of the mode coupling.
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